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In this paper the internal dynamics of mental states based on beliefs, desires and
intentions, is formalised using a temporal language. The use of a software environment
to specify, simulate and analyse temporal dependencies between these intentional states
in relation to behavioral traces is addressed.

1. INTRODUCTION
Dynamics has become an important focus within Cognitive Science in recent

years; e.g., (Port & van Gelder, 1995). As one of the aspects, the dynamics of the
interaction with the external world, and its implications for the representational
content and dynamics of mental states have received attention; e.g., (Bickhard,
1993; Christensen & Hooker, 2000). Another important aspect is the internal
dynamics of mental states, as can be found, for example in the dynamics of
intentional notions (such as beliefs, desires and intentions) and their interaction
with each other and with the external world. An example of a pattern for such
internal dynamics is: if a desire and an additional reason (in the form of a belief
about the world) to do some action are both present, then the intention to do the
action is generated.

In this paper the internal dynamics of intentional mental states is addressed. It is
shown how a temporal modelling environment can be used to specify, simulate
and analyse models for these dynamics. A basic notion underlying the modelling
is the notion of functional role or profile; e.g., in (Bickle, 1998) the functional
profile of a mental state is considered as (pp. 205-206) ‘… a place in an abstract,
systematically connected network running from sensory to behavior peripheries,
in terms of the states and events that cause their occurrence and the subsequent
states or events they cause.’

In this paper functional roles of intentional states are modelled in a temporal
language in such a manner that causal relationships are formalised by temporal
dependencies they entail. Since dynamics is a phenomenon occurring over real
time, the real numbers are used as time frame. The temporal language can be used
on the one hand for the specification of temporal relationships between intentional
states and between intentional states and the external world. Such a temporal
specification can be used to express a theory for these dynamics. On the other
hand the language is the basis of a software environment that has been
implemented and which can be used for the simulation and analysis of the internal
intentional dynamics. In Section 2 the intentional notions on which the paper
focuses are introduced. In Section 3 the formalisation for the dynamics is
presented. An example and some results are presented in Section 4.
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2. INTENTIONAL NOTIONS USED
The intentional notions from the BDI model (belief, desire and intention), are

addressed in a static manner in e.g. (Rao & Georgeff, 1991; Linder, Hoek &
Meyer, 1996); in our approach they are used in temporal perspective, see Figure 1.
Beliefs are based on information that has been collected by observation of the
external world in the present or in the past. Beliefs adapt to changes perceived in

the external world.
A belief denoted
by the property
belief(x, pos) means
that the agent
believes that
property x holds.

Desires are
states of the world
or changes to the
world that are
desired. From the

set of desires that exist in a given situation some can be chosen to be pursued by
creating an intention for them. An example of a pattern for such internal dynamics
is: if a desire and an additional reason (in the form of a belief about the world) to
do some action are both present, then the intention to do the action is generated.
This intention lasts until the desire or the additional reason for it disappears. When
the intention exists and it is believed that an opportunity presents itself, the action
is performed in the external world.

3. DYNAMICAL FORMALISATION
In BDI-logics such as (Rao & Georgeff, 1991; Linder et al., 1996) internal

processes are considered instantaneous. However, a more sincere formalisation is
obtained if also internal processes extend over time. To be realistic, time has to be
real, not measured in computational steps. In our formalisation, real-time temporal
relationships are defined that take into account the delay between cause and
effect, together with the durations of those cause and effect situations. In the
following the term agent is used to refer to the subject and system is used to refer
to the agent and the external world together. Intervals of real numbers are denoted
like: [x, y) meaning {p ∈  |R | p ≥ x  ∧  p < y}. Thus, ‘[’ or ‘]’ stands for a closed end of the
interval, and ‘(’ or ‘)’ stands for an open end of the interval.

3.1. State Properties

The states of the system are characterised by state properties. State properties
are formalised using (logical) formulae over a specific ontology. For an ontology
Ont, the set of atoms AT(Ont) contains the atomic properties expressed in terms of the
ontology. The set of state properties SPROP(Ont) contains all the propositional
formulas built out of the atoms using standard propositional connectives. More
specifically, the following ontologies are used. Firstly, world state properties

Agent desires C

resulting from
history of
the agent

Agent has reasons to pursue B

change of beliefs
(by observation or deduction)

Agent intends B, which realizes C
Agent believes it has the opportunity to do A
Agent performs A, which realizes B

desire and reason 
leading to intention

intention and belief 
in opportunity

leading to action

because of
lack of reason

because of
lack of intention

and/or opportunity

time
absent present

Figure 1. Intentional notions over time.
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express properties of a particular situation in the material world, using ontology
EWOnt. Secondly, the internal physical state properties of the agent are expressed
using IntOntP. The combined physical ontology is OntP = def EWOnt ∪ IntOntP. Thirdly, the
ontology for internal mental state properties is denoted by IntOntM. The ontology for
all state properties is denoted by AllOnt =def EWOnt ∪ IntOntP ∪ IntOntM.

3.2. States

a) A physical state P of the system is an assignment of truth values {true, false} to
the set of physical state atoms AT(OntP) of the system. The set of all possible
physical states is denoted PS.

b) A (partial) mental state M of the system is an assignment of truth values {true,

false, unknown} to the set of internal mental state atoms, AT(IntOntM). The set of all
possible mental states is denoted by MS. Three valued states are used to avoid
commitment to closed world assumptions or explicit specification of negative
conclusions.

c) At each time-point the system is in one state. This state is from the set
States =def PS x MS.

d) The satisfaction relation S |== ϕ between states and state properties means that
property ϕ holds in state S.

3.3. Traces
The system when viewed over a period of time, will produce several states

consecutively. A function T returning the state for each time point is called a
trace, T: |R → States. The notation state(T, t, m), where T is a trace, t ∈ |R and m ∈ {physical,

mental}, means the physical or mental state at time t in trace T. The notation state(T, t)

is by definition T(t). The set of all possibly occurring traces is denoted W.
The behaviour of the agent and its environment is defined by a set of traces. To

specify such a set of traces, tem8 0 Td
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4. AN EXAMPLE FORMALISATION
In order to demonstrate the formalisation and automated support presented in

this paper, a simple example description is presented. In this example, the test
subject is a common laboratory mouse, that is presented with cheese. Mostly, the
mouse will try to eat the cheese, but a transparent screen can block access to the
cheese. An example formalisation is:

............................................................ Sensing................................................................
hungry •→→1, 5, 10, 10 β(hungry, pos) ∧ ¬β(hungry, neg).

¬hungry •→→1, 5, 10, 10 β(hungry, neg) ∧ ¬β(hungry, pos).

cheese_present •→→1, 5, 10, 10 β(cheese_present, pos) ∧ ¬β(cheese_present, neg).

¬cheese_present •→→1, 5, 10, 10 β(cheese_present, neg) ∧ ¬β(cheese_present, pos).

screen_present •→→1, 5, 10, 10 β(screen_present, pos) ∧ ¬β(screen_present, neg).

¬screen_present •→→1, 5, 10, 10 β(screen_present, neg) ∧ ¬β(screen_present, pos).

....................................................Internal Processes.......................................................
β(hungry, pos) •→→1, 5, 10, 10 δ(eat_food).

δ(eat_food) ∧ ρ1 •→→1, 5, 10, 10 ι(eat_cheese).

ι(eat_cheese) ∧ ο1 •→→1, 5, 10, 10 α(eat_cheese).

ρ1 = β(cheese_present, pos).

ο1 = β(screen_present, neg).

.....................................................World Processes ........................................................
α(eat_cheese) ∧ cheese_present •→→1, 5, 10, 10 ¬hungry.

The graph in Figure 3 shows the reaction of the mouse to changes in the
environment. Time is on the horizontal axis. The world state properties and the
intentional notions are listed on the vertical axis. The parameter λ is fixed at 0.25.
A dark box on top of the line indicates the notion is true, and a lighter box below
the line indicates that the notion is false.

α
β

t1

e

g h

t2

time

f
t0

Figure 2. The time relationships between
variables.

Figure 3. Results when the environment is
set initially to have cheese and a screen.

Later the screen is removed.

As can be seen, the mouse is not hungry at the very start, but quickly becomes
hungry. It desires to eat the cheese, and intends to do so, but the screen blocks the
opportunity to do so. When the screen is removed, the mouse eats. After a while it
stops eating, as it is not hungry anymore. Subsequently it enters a cycle where it
becomes hungry, eats, and becomes hungry again.
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5. DISCUSSION
This paper addresses formalisation of the internal dynamics of intentional

states, i.e. states involving beliefs, desires and intentions. In available literature on
formalisation of intentional behaviour, such as (Rao & Georgeff, 1991; Linder et
al., 1996) the internal dynamics of intentional mental states are ignored. The
formalisation of the internal dynamics of intentional states introduced in this
paper is based on a real time temporal language. Within this (quite expressive)
temporal language a specific format is defined which can be used to specify
temporal relationships that describe (constraints on) the dynamics of intentional
states and their interaction with the external world. Specifications in this specific
format have the advantage that they can be used to perform simulation, based on
the paradigm of executable temporal logic (Barringer et al., 1996). The approach
subsumes discrete simulation, for example as performed in Dynamical Systems
Theory (Port & van Gelder, 1995) as a special case (with e=f=1 and g=h=0).

A software environment has been implemented including three programs. The
first simulates the consequences of a set of temporal relationships of intentional
states over time. The second program interprets a given trace of intentional states
over time (in terms of beliefs, desires and intentions), and makes an analysis
whether the temporal relationships hold, and, if not, points at the discrepancies. A
third program takes into account physical states and their (possible) relation to
intentional mental states. Physical traces, for example obtained by advanced
scanning techniques, can be input and analysed with respect to possible
interpretations in terms of intentional mental states.
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